ECE 302 Homework 6
Due July 26, 2016

Reading assignment: chapter 5, sections 5.8, 5.9; chapter 6, section 6.5 .

1. Let X and Y be random variables denoting coordinates on the zy-plane. The
rotation of the point (X, Y’) through 6 to the point (U, V') can be performed by
letting:

U =X cosf —Ysinf

V =Xsin0 +Y cosf
Find fU’V(U, ’U).

Solution:
Problem not graded, transformation was incorrect in the assignment

(a) Density Method:

Folu,v) = Fror(o(u,v), y(u,0)) \

We have that,

u=2xcosf —ysinf, v =2xsinf + ycosl
— ucosf = xcos’f —ysinhcosh, vsind = zsin® 6 + ycosfsin b
= x =wucosf +vsinb.

Similarly, y = —usinf 4+ v cos 6.

We also have that,

(u,v) | & ‘3—; | cosf —sinfb _1
8(;15,3/)_ g—;’j g—; | sinf cos® |




Therefore,

fov(u,v) = fxy(ucosf 4+ vsinf, —usinf + v cos6).

. Two lightbulbs from different brands have lifetimes X and Y that are inde-
pendent and exponentially distributed with average lifetime 1/X\; and 1/)\,,
respectively. Both lightbulbs are turned on at the same time.

(a) Let U be the time elapsed until both lightbulbs have burned out. Find the
pdf of U.

(b) Let V' be the time elapsed until the first lightbulb has burned out. Find
the pdf of V.

(c¢) Find the joint pdf of U and V.

Solution:

(a) U is the time elapsed until both lightbulbs have burned out, thus
U =max{X,Y}. The cdf of U can be found as follows:

Fy(u) =Pr(U <wu)

= Pr(max{X,Y} < u)

=Pr({X <u}n{Y <u})

=Pr({X <u})Pr({Y <u}),since X, Y are independent
= Fx(u)Fy (u)

Therefore,

furlu) = 5 Fi(u)
— Fe(Fy () + Pl o)

= AeMY(1 — e M)+ Age (1 — e MY), u >0



(b) V is the time elapsed until the first lightbulb has burned out, thus

V = min{X,Y}. The cdf of V can be found as follows:

Fy(v) =Pr(V <o)
= Pr(min{X,Y} <)
=1—Pr(min{X,Y} >v)
=1-Pr{X >v}n{Y >v})
=1—-Pr({X >v})Pr({Y > v}),since X, Y are independent
— 1= (1= Fy(0))(1 - Fy(v))

Therefore,
frv(v) = %FV(“)
= %1 — (1= Fx(v))(1 — Fy(v))

= fx()A = Fy(v)) + fr(0)(1 = Fx(v))
= (A1 + Ag)e MRy >0

Want to find the joint pdf of U and V. The joint cdf of U and V' can be
found by expressing the events {U < u} and {V < v} as {X <u}n{¥V <u}
and {X <o} U{Y < v}, respectively. Therefore,

Fyy(u,v) =Pr(U <unV <w)
=Pr (({X <u}n{Y <u}) n({X <o}u{y <o})
=Pr(({X <u}n{Y <u}n{X <o) U({X <u}n{Y <u}n{Y <u}))

_ Pr (({X <u}n{Y <u})) LU > U
Pr(({X <o}n{Y <up)U({X <u}n{Y <o})) ,v<u

B Fxy(u,u) LU > U
] Fxy(v,u) + Fxy(u,v) — Fxy(v,v) ,v<u

Note: Can also find the joint cdf of U and V' using the distribution method
(see p. 235 for details on plotting areas related to min and max functions).



The joint pdf of U and V' can be found as:

82
ny(U, U) = mFU,V(U, U)

{ Fx () fy (1) + fx(@) fy () v <u

0 , V> U

Ao (e*()‘“’“‘w) + 6*0‘1““2“)) ,0<v<u< oo

0 , else

3. Let X and Y be independent Gaussian random variables with mean 0 and
variance 1. Let U = aX 4+ bY and V = ¢X + dY, where ad — bc # 0.
(a) Are U and V jointly Gaussian? Explain why.
(b) Find the mean, variance, and correlation coefficient of U and V.
(c) Find the joint pdf of U and V.
(d)
(e)

e

Find the conditional mean and variance of U given V.
Find the conditional pdf of U given V.

Solution:

(a) X and Y are independent Gaussian random variables, therefore their joint
pdf is given by

(a2 2
Fry(@,y) = %exp (W) 7

which is the joint pdf of jointly Gaussian variables. From the notes, linear
combinations of jointly Gaussian random variables are also jointly Gaus-
sian random variables. Therefore, U and V' are jointly Gaussian random

variables.
(b)
po = E[U]
= E[aX +bY]
= aE[X] + bE[Y]
=0



ot = Var[U]
= Var[aX + bY]
= a® Var[X] + b* Var[Y] + 2ab Cov[X, Y]
=a>+ b

Similarly, the mean and variance of V are puy = E[V] = 0 and 0%
Var[V] = ¢ + d°.

Cov[U, V] = Cov[aX + bY,cX + dY]
= acCov[X, X]| 4+ ad Cov[X, Y] + bd Cov]Y, X] + bd Cov[Y, Y]
= ac Var|X] + bd Var[Y]
=ac+ bd

Cov[U, V]
Var[U] Var[V]
ac + bd
V(a2 +b2)(c® + d?)

puv =

Using the density method , we have that (see notes)

-1

B O(u,v)
fU,V(uav> - fX’y<CU(U,U),y<U,U)) ‘a(l',’y) )
where

B du — bv _av—cu
v ad — bc’ y= ad — be
and
O(u,v)

=ad—bc#0
3z ) ?

du —bv av — cu 1
= fuv(u,v) = fxy < >

ad —be’ ad — be ) |ad — be|
_ 1  (du-— bv)? ~ (av = cu)? 1
“op P 2(ad — bc)?  2(ad —be)? | |ad — b




Alternatively, since U and V' are jointly Gaussian, the joint pdf of U and
V' can be expressed as

1
fUJ/(U,U)I
2m\/otot (1 — pov)
1 — 2 — 2 9 — _
exp | — (u ;m) L éW) _ 2puv(u— p)(v = py)
2(1 = puv) ot oy ooy

where g, py, 0%, o, and pyy are found as in part (b).

From the notes, we have that

a,
oy (v) = po + —pov (v — py)
oy

ac + bd
02—|—d2v

012J|V = 012J(1 - p?)(Y)

_ (ad — be)?
o+ d?
From the notes we have that since U and V are jointly Gaussian then U is

conditionally Gaussian given V. Therefore the conditional pdf of U given
V' is given by

fU\V(ul'U) _ ; exp (_ (U - /“QV('U))Z) |
\ /27ral2]|v 2‘7U\V

where pyv(v) and UIZJW are found as in part (d).

)



4. Let X and Y be random variables with joint pdf:

r+y ,0<x<1,0<y<1
fX,Y($7y) :{ 0 else

a) Find the MAP estimator of X given Y = y.

b) Find the ML estimator of X given Y = y.

¢) Find the MMSE estimator of X given Y = y.
)

(
(
(
(d) Find the LMMSE estimator of X given Y = y.

Solution:
(a)
1
fy(y>=y+§,0§y§1

fX\Y(idy) =01

The MAP estimator is given by

Xarap(y) = argmax fxy (z|y)
r+y

= arg max T
=1,0<y<1

0<z,y<1

Therefore, )?MAp(y) = 1.

The ML estimator is given by

X (y) = argmax fyx (y|z)

r+vy
= arg max T

0<zy<l



fyix(y|z) has no critical points as a function of  within [0, 1], therefore
the maximum must occur at the endpoints. Since, fy|x(y[0) = 2y and

frix(wll) =2/3y +2/3, Xur(y) is given by
% 2(y4+1) ,0<y<1/2

_ ) s+l 0<y<1/
XML(?/)_{ 2y ,1/2<y<1

(¢c) The MMSE estimator is given by

Xuse(y) = E[X|Y = y]

- / © fxpy (aly)de
,r .

= (x* + xy)dz
y+%A

_WE2 o<
6y + 3

(d) The LMMSE estimator is given by

~ o
Xevmse(y) = px + —UX pxy (Y — py)
Y

The mean, variance, and correlation coefficient of X and Y are :

py =T7/12, 0% = 0% = 11/144, pxy = —1/11. Therefore,

7 1 7

Xevmmse(y) = - ﬁ( — E)’O <y<l1

Hx =



